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Hypergraph

o Hypergraph (V, E), vi € V node, Ej € E subset of V
o matrix of weights W

o (W) = weight of vertex v; in edge E;

o can be represented by bipartite graph with 2 kind of nodes
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Hypergraph

Learning

o Delta learning:
Wij < Wy + r([[cl] = [Ifa(c)I])
o Variation+selection: add/delete nodes

_ 2 lefl = [Ifa(e)l
|Eil
ot
fitness(E;)

fitness(E;)

mutate(E;)
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Hypergraph

Topology

o Scale-free: power-law in degree-distribution of nodes and
edges
o Centrality:

o Eigenvector centrality
o General centrality c(«, 3)
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Eigenvector centrality

Graph Hypergraph
Aep =) Wiej xi=ca ; Wy
i =2 Wixi
e = We WW Tx = Ax
WTwWy = \y

with A = 1o
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General centrality

Graph
cilo,B)=ad Wi+B Y W
J J

—— N—

degree eig. centr.

c(a, B) = ol — W)~ 1W1

Hypergraph
xi = a1y ; Wi+ B2 Wy,

yj =02 Wi+ B2 Wixi

X:OqW].—i-,BlWy
y = OQWT1+52WTX
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Centrality

Communication in graph

+o00
c(e,B) =) pWH1

k=0

o (8 = chance message passed
o = (1, 8) = X/ AWk
= |communications of individual|:
W1 = paths of length 1;
BW?1= communications of length 2; ...

o our model: 8 = chance challenge chosen
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Centrality

Communication in hypergraph

+00 oo
X =ai Z (B1BWW YW1 + azy Z (BuB2) (WW Tk
k=0 k=0

Hypergraph — Graph
w o — ww’

o a1 =0;a2 =1; 81 =1 = (2 = chance challenge selected;

+oo
= x= 3 (B (WWT)H
k=0
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Centrality

Communication in hypergraph

o General, ;1 = ap = 1. 1 = chance edge select challenge;
B> =chance node select challenge

= +oo
x= Z (BB WW T WL+, Z (B1B2) (WW Tk
k=0 —

communications to edges  communications to nodes

k=0in 1st wi comm. to neighbour edge
k=20 in 2nd pLWwwT1 comm. to neighbour nodes
k=1inlst F1BWWTW1 comm. to edges at distance 2
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Improvements

Improvements

o Direct hypergraph: matrix Z of weights from edges to nodes
instead of W T

o [2(c) instead of 351: 1 if node select challenge

o learning: add nodes depending on how much they add:
BoWWT W = chance communication from node to edge in 1
step



End

Thanks!

Questions?
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