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ABSTRACT

The objective of this paper is to establish design criteria for developing a global brain to sustain humanity on the planet in a satisfactory environment.  Three sources of design criteria are identified.  (i) The limited ability of humans to: receive, manipulate, store, and transmit information, or form trusting relations with others.  (ii) The laws of information and control identified by the science of governance described as cybernetics.  (iii) The design strategies found in nature for creating and managing complexity with unreliable components.  Transaction Byte Analysis is used as a framework to ground elements of the social sciences in the natural sciences and integrate the limited capacity of humans to transact bytes with that of technology.  Strategies to promote organisational learning and reduce information overload and bounded rationality are identified and illustrated by the stakeholder firms located around the town of Mondragón in Northern Spain.
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1.0 Introduction

This objective of this paper is to establish design criteria for developing a global brain.  Three sources of design criteria are identified.  The first is the limited ability of humans to receive, manipulate, store, and transmit information.  The second are the laws of information and control identified by the science of governance described as cybernetics.  The third is the design strategies found in nature for creating and managing complexity.  For the purpose of this paper it will be assumed that the objective of developing global brain is to sustain humanity on the planet in a satisfactory environment.  The three sources of design criteria are considered sequentially by the next three sections.  

In Section 2, the limited ability of humans to process information is identified and quantified in terms on the same basis that the limited ability of the Internet and computers to process information is measured.  The approach is described as Transaction Byte Analysis (TBA).  TBA also provides a basis to identify the storage limits of human information, knowledge and wisdom.  The capacity of the human brain to solve problems is shown to dependent on its architecture, like computers, with the architecture being dependent upon how the brain develops and is used.  Likewise, organisational architecture is identified as a determinant as to how well social institutions like firms can operate.  

Section 3 shows how the laws of cybernetics can be integrated into TBA and applied to evaluate and design the organisational architecture of social institutions to better carry out their purpose.  The laws relate to the need for a requisite variety in communication channels, decision-making centres and controllers.  These are identified as providing organisational design strategies to ameliorate the limited, unreliable and contrary behaviour of human actors in organisations.  The principle of subsidiarily is introduced as a design strategy for economising the transaction of bytes.  Another strategy is the necessity to amplify regulation through “supplementation”.  The analysis is grounded in the theory of the firm and illustrates how this in turn can be grounded in the natural sciences.

Section 4 illustrates the concept of organisational holons to manage complexity in the stakeholders controlled firms located around the town of Mondragón in Northern Spain.  Holons are identified as the strategy used by nature for creating and managing complexity.  Mondragón Corporación Cooperativa (MCC) is used to illustrate: hierarchies of holons described as “holarchies”, both vertical and horizontal recursivity, the decomposition of decision making labour to reduce information overload and bounded rationality, three levels of organisational learning and the Principal of Subsidiarity.  The concept of “social tensegrity” is identified as another feature to be included in the design criteria for establishing a global governance system for a global brain.

The concluding Section 5 shows how TBA provides a tool for designing the architecture of micro or macro institutions in society and for designing the connections for building a global brain based on the architecture found in nature to create and manage complexity.  The need to change the way people are connected to each other and the connections of their institutional structures in a similar way in which the connections of the human brain changes its connections to solve different problems is raised as an area for future work.  One problem is to change the impact of humanity on the planet to sustain a satisfactory environment in which humans can exist.  Another problem is to avoid the spontaneous emergence of a global intelligence that may result in humans becoming a necessary but disposable stepping stone towards the evolution of intelligent “spiritual machines” as envisaged by Kurzweil (1999).

2.0 Human limitations in processing information

The purpose of this section is to introduce a framework for identifying the limited ability of humans to receive, manipulate, store, use and communicate information and relate this to capability of technology.

Information can be communicated in at least two
 ways.  One way is through discrete change as occurs when an electric current is turned on or off to send Morse code.  Its dots and dashes represent a binary code because it is made up of two elements.  The dots and dashes can be represented mathematically by digits such as zeroes and ones.  Each zero and one represents a “binary digit”.  Professor Tukey abbreviated this phrase to the word “bit” in 1946 (Princeton 2000).  It was Tukey who in 1958 coined the word “software” to describe the programs that run computers that are mostly written in a binary code.  Pictures can also be transmitted in binary code.  Under a magnifying glass, newspaper photographs are seen as tiny dots of black ink interspersed with the white background of the paper.

The other way of transmitting information is through a continuous change in energy or movement of matter described as “analogue” transmission.  Microphones pick up speech in this manner and transmit the information by phone or radio to a speaker.  However, all analogue transmissions can be decomposed into a digital form that can be analysed mathematically to detect and correct errors in transmission.  It is for these reasons that modern mobile phones, radio and TV communications use the digital form of communication.  Another feature of digitally formatting information is that the rate at which data can be transmitted or processed can be quantified and described in bits per second.  

For Morse code to transmit an alphanumeric or other symbol a number of dots and dashes, a group of “bits”, are required to define the letter of the alphabet or other symbol.  A gropu of bits is defined as a “byte”.  “A set of bits (ones and zeroes) of a specific length represent a value, in a computer coding system.  A byte is to a bit what a word is to a character, which is why a byte are sometimes is referred to as a ‘word’” (Newton 2001: 109).  A byte might represent a letter, number, punctuation mark or other typographic symbol.  “The term generally is thought as designating a computer value consisting of eight bits” (Newton 2001: 109) and is abbreviated to a “B”.  The word byte is short for “by eight”.  The memory capacity of computers is measured in bytes.  A thousand bytes, which is approximately 210 (1,024 bytes) is described as a Kilobyte and a million bytes (220 or 1,048,576 bytes) is referred to as a Megabyte.  A Gigabyte is a thousand Megabytes or 230.

Just as computers have limited ability to receive, store, manipulate and transmit information and inter-net connections are limited by their physical capacity to process bytes, so are humans.  The two are directly comparable; it is not a metaphor.  Most computers are designed to process data sequentially with one computation being taken at a time like adding up numbers one at a time.  Computers can also be designed to process data simultaneously.  Humans can process data in both ways as discussed below.  But we need to define and relate a few terms and processes.

Information is meaningful data so all information can be measured in bytes.  Knowledge is useful information so it can also be quantified in terms of bytes but more bytes are required to determine its usefulness.  Likewise, wisdom depends upon how knowledge is applied and so requires many more bytes to relate present situations to those in the past to compare how the application of knowledge may affect outcomes.

Like computers, there are two ways in which the brain processes bytes.  One is through the recognition of patterns that requires massively parallel processing and the other are through sequential analysis.  It is pattern recognition that is most prevalent in all living things.  The ability to undertake sequential analysis is most highly developed in humans and this only occurred recently in our evolutionary development according to evolutionary biologist Dunbar (1993: 681).

Kurzweil (1999: 103) states:

The human brain has about 100 billion neurons.  With an estimated average of one thousand connections between each neuron and it neighbours, we have about 100 trillion connections, each capable of a simultaneous calculation.  That’s rather massive parallel processing, and one key to the strength of human thinking.  A profound weakness, is the excruciatingly slow speed of neural circuitry, only 200 calculations per second.  For problems that benefit from massive parallelism, such as neural-net-based pattern recognition, the human brain does a great job.  For problems that require extensive sequential thinking, the human brain is only mediocre.

This speed of calculations in the brain compares with the thousands of millions of sequential calculations per second (Gigahertz) of a desktop computers in the year 2001.  In another couple of decades, according to Kurtzweil, computers will catch up with humans in being able to carry out massively parallel calculations required for complex pattern recognition.  It is through recognising patterns rather than making calculations that humans succeed in undertaking complex tasks.

Kurzweil (1999: 79) also points out that, "One key to intelligence is knowing what not to compute.  A successful person isn't necessarily better than her less successful peers at solving problems; her pattern-recognition facilities have just learned what problems are worth solving."  It is by pattern recognition that humans solve most problems.  

Kurzweil gives the example of a ten-year-old child who catches a ball.  Knowing the speed and direction the ball is thrown, and many other factors, it is possible to calculate where the ball will be at any time in much the same way an anti-missile rocket calculates where its target will be when they meet.  However, the child has no computer, pen, paper and knowledge of calculus or simultaneous equations to make the calculations within a second or two to catch the ball.  Success depends upon training "her neural nets' pattern-recognition ability" (Kurzweil 1999: 79).  

The connections between neurons are called synapses and these connections develop in strength according to their use.  Information is stored through the pattern of both their architecture and the strength of their connections.  To solve problems efficiently without the need for calculations, humans have to train their synapses to fire and so develop appropriate patterns.  This creates a pattern of response for future use.  The build up and reinforcement of the ability of synapse to fire allow a person to make physical responses based on pattern recognition rather than by logical reasoning.  The process of conditioned reflex action is applicable to executives as well as children.  

The neurological training processes can be considered the "set up cost" of achieving proficient responses to environmental situations.  This is how people learn to drive cars and why an investment of time in safety drills are required to allow people to react automatically or “instinctively without thinking” as may be required.  It also provides a rationale for teaching business by the case method to lay down patterns of situations and responses in the neural nets of students.  Executives and company directors are no exception.

Economists recognise that humans have limited ability to process information and described this feature as “bounded rationality”.  The term arises from Hayek (1945: 527) who noted that, "The problem of a rational economic order is trivial in the absence of bounded rationality limits on human decision makers".  Williamson (1975: 21) noted that "Bounded rationality involves neurophysiological limits on the one hand and language limits on the other”.  Williamson (1975: 21) explains that:

The physical limits take the form of rate and storage limits on the powers of individuals to receive, store, retrieve, and process information without error.  Simon observes in this connection that "it is only because individuals human beings are limited in knowledge, foresight, skill, and time that organizations are useful instruments for the achievement of human purpose” quoting Simon (1957: 199).

One way of reducing an element of "bounded rationality" is to incur the "set up cost" of neurological conditioning so responses can become automatic, like driving a car, rather than needing to work out every response to changing situations.  Another element of bounded rationality is the limited ability of humans to process information, or in other words the limited ability to transact bytes.  This arises from the limited capability human organs to detect and communicate external signals or internally transact bytes in the nervous system and the brain.  

The information required to create living things, including humans and their brains is stored in the pattern of molecules found in DNA.  This type of information is described as “process information” (De Vany 1998: 3).  “Structural information” (De Vany 1998: 3) explains how a structure operates and is depicted by the architecture of the formal information and control channels in an animal, machine or organisation
.  An apparently related concept is used in software programming in what Long & Denning (1995: 103) describe as “Ultra-structure” that is based on two hypotheses. (i) Operating rules that change over time but which can be grouped into a small number of classes that describe “ruleforms” that do not change over time.  (ii) “Complex Operating Rule Engines (CORE) consisting of less than 50 ruleforms, that are sufficient to represent all rules found among systems sharing a broad family resemblance” (Long & Denning 1995: 103)

Knowledge is retained in the brain by the state of synapses connecting the neurons.  Kurzweil (1999: 119) estimated that “about a million connections per chunk” of knowledge is required.  With 100 trillion connections in the brain, it has the capacity for 100 million chunks of knowledge.  Each chunk may be recognition of objects, a face, smell, meme, word, phrases and so on.  Kurzweil (1999: 119) reports that “the number of concepts – ‘chunks’ of knowledge – that a human expert in a particular field has mastered is remarkably consistent: about 50,000 to 100,000”.  This is only a small fraction of the general knowledge of a typical human.  But it indicates how and why the knowledge and reasoning of humans is subject to limits which need to be recognised in analysing the operations organisations and in establishing a global brain.

Like humans, computer chips have limited information processing capacity and memory.  So just as computers need to be designed within the operating capabilities of their components, so do social organisations need to be designed to recognise the operating limitations of people.  The need to limit the “span of control” of managers to around half a dozen people is a simple example of the need to design organisations to meet the limited ability of individuals to process bytes and manage complexity.  Egelhoff (1982) has shown how the information-processing requirements determined the strategy and structure of multinational corporations and Galbraith (1973) has also shown that the information processing needs of an organisation determine its form.  Daft & Lendel (1984) found that managers selected a medium of communication so that it can carry the richness of the information needed to understand the complexity of the problems being confronted.

The efficiency and effectiveness of computers and their chips is dependent upon the architecture of their internal circuits as well as the architecture of how both the chips and their computers are connected.  Their ability to perform different tasks can be improved by adopting a specialised architecture for particular applications or situations.  This also applies to the information and control architecture of organisations as investigated by Simon (1962), Galbraith (1973), Williamson (1975), Berstein (1980), Egelhoff (1982), Daft & Lendel (1984) and Aoki (1998).  

Williamson (1975: 45–6) noted that "a change in organizational structure may be indicated" when individuals are exposed to "information-processing limits".  By these words, Williamson is explicitly acknowledging that organisations need to be designed according to the ability of people to transact bytes.  He is also providing an example of using an informational perspective to analyse organisations as also does in quoting the work of Simon (1962) and Ashby (1960) in Williamson (1985: 279–83).

To provide a basis for evaluating and/or designing the cybernetic architecture of organisations the physical limits of humans to transact bytes needs to be identified.  The rate at which individuals can receive, store manipulate and transmit bytes is indicated in Figure 1, ‘Human constraints in transacting bytes’.  

Figure 1 indicates the rate at which the five human senses described as “input channels” can transact bytes to the brain.  The rate is determined by the physical properties of the respective organs.  Because humans cannot usually control either their smell or taste the five “output channels” depend upon physical movement and/or auditory signals.  The physical activities being touch, movement and writing and the auditory signals being speech or other sounds.  Beside the reception and transmission of bytes, Figure 1 identifies other ways bytes are transacted in humans.  A third way is the storage of bytes, with a fourth way being perception and understanding based on pattern recognition.  Sequential processing of bytes provides a fifth way to assist in obtaining insight and knowledge.  The right hand column of Figure 1 identifies how the physical constraints on transacting bytes for each of the five processes.

The data presented in Figure 1 shows that the fastest rate at which individuals can transmit bytes is limited to speech and movement.  This makes the transmission of information around 10,000 times slower than the reception of information by sight.  

The limited ability of individuals to receive, internally transact and transmit bytes shown in Figure 1 must necessarily limit the ability of individuals to communicate and process data, information, knowledge and so wisdom.  Just as teamwork is required for physical activities like lifting heavy loads, as discussed by Alchian. & Demsetz (1972), joint production is also required for intellectual activities whose complexity exceeds the ability of an individual to handle.

Figure 1, Human constraints in transacting bytes

(K= Kilobytes, M=Megabytes)
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Physiology


3
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4
INSIGHTS/KNOWLEDGE through sequential processing in neo-cortex limited to around 200 calculations per second (Kurzweil 1999: 103)
As above plus size and architecture of neo-cortex and psychological status


5
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aSources of channel capacity; Cochrane (1997, 2000)

As complexity of tasks increases the need to transact bytes will increase and becomes increasingly important for the task to be carried out efficiently.  Firms, or any other type of social organisation, cannot exist without the transaction of bytes between people.

Likewise, the need to communicate between individuals within a firm can be a more crucial concern in determining its operations than cost.  This is illustrated by the explanation by Williamson (1985: 279–283) of why large firms in the USA changed from Unitary or U–Form to Multi-divisional or M–Form structure to reduce information overload of head office early in the last century.  The need for such changes in European firms was less because they reduced bounded rationality and information overload by decomposing decision making labour by the larger firms possessing two, three of more boards as presented in Turnbull (2000d: Figures 2 & 3).

The use of bytes as the unit of analysis allows the analysis of firms with more than one board to be undertaken.  The phenomena of two or more internal boards or an internal board with an external board of a dominant but not a sole shareholder will be referred to as a “compound board”.  TBA provides a way to compare organisations with a single board with those with those with compound boards or network organisational forms such as is also found in the human brain and throughout nature.  An illustration of this approach is provided in Figures 4 and 5, and Table 4 in Section 5.  The use of bytes as the unit of analysis provides a way to “compares the relative efficiency of hierarchical and non-hierarchical organisations within a common model" as sort by Radner (1992: 1384).  The use of bytes instead of costs as the unit of analysis, establishes a physical basis to identify when bounded rationality will arise from the limited physiological and neurological capacity of individuals to transact bytes as indicated in Figure 1.  

A fundamental concern of TBA is to consider the limits of human information processing ability.  TBA provides a way to identify how firms and compound boards provide a strategies for decomposing decision making labour so individuals can operate within their information processing ability.  An analysis of how the architecture of Mondragón cooperatives decomposes the decision making of a unitary board into four components is presented in Section 5.  This indicates the potential to establish a global brain that can manage far greater complexity than its constituent components.

Advances in understanding the capacity of the brain to processes different types of information also become relevant in evaluating the architecture of institutions.  Dunbar (1993: 685) reports that the capacity of the human neocortex limits the maximum number of people an individual can establish social bonds and trust with to around 150.  He also reported research which suggested that 500 people represents a “critical threshold beyond which social cohesion can be maintained only if there is an appropriate number of authoritarian officials” (Dunbar, 1993: 687).  These findings provide another reason why firms have diminishing return to scale in addition to the three identified by Coase (1937).

One factor responsible for a diminishing return to scale arises from the loss of information and control in hierarchies as reported by Downs (1967: 116–8) and illustrated along the lines shown below in Table 1, ‘Loss and distortion of information in a hierarchy’.

Table 1, Loss and distortion of information in a hierarchy

HIERARCHY
INFORMATION UPWARDS
EMPLOYEES

(public or private sector)
Volume
Correct
Missing
(say a span of 5)

Legislature
(50% lost/
(85% of
or wrong
per
accumulated

Minister/shareholder(s)
level)
lower level)
meaning
level
total

Board of directors
3.1%
1.4%
98.6%



Chief Executive Officer
6.3%
3.3%
96.7%
1
1

Senior management
12.5%
7.7%
92.3%
5
6

Middle management
25.0%
18.1%
81.9%
25
31

Team leaders
50.0%
42.5%
57.5%
125
156

Workers
100.0%
100.00%
0.0%
625
781

Downs assumed that the biases of officials resulted in 10% of the true meaning of the information being lost each time it was relayed through each level.  He also assumed that 5% of the true meaning is lost from errors in transmission.  The loss of meaning and errors reduced the correct information by 15% per level.  Correct information would only represent 85% of that which was condensed by 50% at each level.  The cumulative compounding result in a hierarchy of five levels each with a five person span of control is shown in the "correct" and "missing" columns of Table 1.  The table highlights the possibility that even the Chief Executive Officer (CEO) may not have the information required to regulate the organisation and illustrates the point made by Jensen (1993: 864) that; "Serious information problems limit the effectiveness of board members in the typical large corporation". 
The ability of a hierarchy to operate depends not just on its members sharing a common language and literacy but also a respect of authority and willingness to accept orders.  The great advantage of organising collective action by voice/word is in the precision of execution on large scale.  However, this means that within a hierarchy there is lack of choice and operating flexibility for the people involved as discussed in Turnbull 1997b and summarised in its Table 3.  This paper compares the limits, advantages and disadvantages of the four different methods of communication and control between humans as used in Table 5 of Section 5 in this paper.

Collective action organised through a hierarchy is dependent upon people sharing a common language.  It also requires people accepting, the respects of power and the use of power by those in authority.  Notwithstanding these limitations, word/voice communication in hierarchies, they can provide precision in the coordination of a large number of people.  However, the trade-off in obtaining precision is a lack of quick accurate feedback information, lack of flexibility in responses and lack of choice in collective activities as noted in Turnbull (1997b).  These drawbacks become less critical in armies and government departments than in firms operating in a dynamic complex market place. 

The “diminishing returns to scale” referred to by Coase (1937) was made in the context of U–form firms, as M–form firms had not then evolved.  The evolution of M–form, Holding company (H–form), Network form (N–Form) and holonic forms of firms provide a basis for reducing the number of people closely involved in specific activities reduce information overload.  This process also facilitated the establishment of trust and social cohesion in a firm.  The findings of Dunbar become more important in the architecture of a firm as the need for trust and social cohesion increases in the work place to provide sustainable and/or competitive advantages.

The need to recognise the limited information processing abilities of individuals means that part of TBA is based on economising of bytes whereas in orthodox micro-economic analysis is based on economising costs.  However, when costs are a proxy for information, TBA becomes a microelement of orthodox analysis.  But importantly TBA allows the laws of cybernetics and to be applied to all types of social institutions.  This allows economic analysis to integrated into social and political analysis for designing a global brain as developed in the following sections.

3. Application of cybernetic principles to organisations

This section introduces three cybernetic principles to the governance and regulation of organisations.  The principles show why a organisations governed by a unitary board are at a disadvantage in: (i) overcoming bounded rationality in decision making, (ii) obtaining sufficiently accurate information, and (iii) exercising control to manage complexity.  

One problem in applying the concepts of cybernetics to social institution is the ambiguous meaning of common words like “control”.  For example, Etzioni (1965: 650), Downs (1967: 144) and Heylighen & Joslyn (2001: 1) use the word ‘control’ in the sense of meeting some standard of performance.  In other words control cannot be achieved without there being a defined standard of performance and that feedback information is provided to identify variation of actual performance from that required.   Other writers use the word control in a much more restricted way such as Tannenbaum (1962: 5) who states that it is "any process in which a person or group of persons or organisation of persons determines, ie. Intentionally affects, what another person or group or organisation will do".  In short, control does not require either a standard to be established or feedback information on if the standard is achieved.

As both concepts are useful and to avoid ambiguity with the concept of regulation as used by Ashby (1968), the Tannenbaum meaning will be adopted with the word “regulate” being used to convey the meaning described by Etzioni, Downs, Heylighen & Joslyn.  It is also useful to distinguish between the two different meanings in social institutions where instructions, commands and orders can be made without consideration of what may be achieved.  The use of different words is also of value in analysing the conditions for establishing self-regulation and self-governance in social institutions as presented in Turnbull (2000d: Table 7).  Precision in the meaning of the words was essential for the early pioneers in cybernetics who founded the science in mathematics.

Mathematician von Neumann (1947) identified the advantages of introducing variety in decision-making centres.  He was one of the founding fathers of the science of cybernetics and explained how the brain could obtain reliable results from unreliable elements.  Beer (1995b: 448) described this as the von Neumann theorem, which states, "outputs of arbitrarily high reliability can be obtained from computing elements of arbitrarily low reliability if the redundancy factor is large enough".  This observation is quite general and applies to social organisations.  In organisations this means that errors in decision making can be diluted to irrelevance if there are sufficient number of decision-makers.  

The von Neumann theorem explains why authoritarian management that does not accept a plurality of views is more exposed to incorrect decision making.  A compound board, with the diverse views of its stakeholder constituencies and a plurality in its components reduces the risk of sub-optimal decision making.  This is independent of any motivation advantages that my be obtained by involving a greater number of people in decision making or decomposing decision making labour by using a compound board to introduce distributive intelligence.

Shannon, another pioneer of cybernetics, made a somewhat similar observation.  Shannon (1949) showed that accurate information could be obtained when noise, distortion and bias exist in a communication channel by establishing a variety of information channels.  Beer (1995b: 282) states:

For example, if management were compelled to rely on the information it required through "orthodox" channels of communications, it would certainly never have anything like requisite variety for controlling the company – for the simple reason that the orthodox channels could not transmit it.  

To correct for noise, errors, distortions and biases, a variety of independent channels of information are required.  By having a variety of independent sources of information, the integrity of information can be established to overcome the problems of lost or distorted information as described by Downs (1967: 116–8).  The need for collaborating evidence is a common feature in many types of investigations and many CEOs establish informal information networks to supplement formal channels of reporting.  However, idiosyncratic informal channels do not represent a systemic process for assuring the integrity of management information.  

Both the CEO and directors of a unitary board are generally at a disadvantage in having access to systemic process for obtaining the “other side of the story” of any strengths, weaknesses, opportunities and threats (SWOT) in either management or the business.  Hence the recommendations of Porter (1992: 16–7) to include diverse stakeholders in the information system of firms to provide competitive advantages.  However, the inclusion of diverse stakeholders on a single board introduces conflicts and accountability problems as discussed in the next Section.

Another fundamental law of cybernetics is the related ‘Law of Requisite Variety’ which states "the variety of a regulator must equal that of the disturbances whose effect it is to negate" (Ashby 1968: 202).  Another formulation by Beer (1995a: 41) is "that control can be obtained only if the variety of the controller (and in this case all parts of the controller) is at least as great as the variety of the situation to be controlled."

Beer describes this as Ashby's Law, which he observed is poorly understood.  To overcome this problem, Beer (1995c: 84–96) provides several examples to communicate its meaning.  Beer (1995b: 279) uses the football team metaphor to illustrate the law.  The same number of players is required to provide an even chance for players in one team to compete with another.  A team without sufficient players, (ie. requisite variety) becomes uncompetitive, and likewise, firms.  This is why “complete centralised control is impossible in any complex system” (Mathews 1996a: 41). 

In the words of Ashby (1968: 207) "Only variety can destroy [i.e. control] variety".  Another formulation of the law of requisite variety is that complexity is required to manage complexity.  Non-trivial firms with a unitary board do not meet the test of possessing requisite variety in their information and control channels and so their competitive capabilities cannot match those with an appropriately designed compound board.  Ashby’s law of requisite variety explains what Hock (1994: 7) refers to as the "second law of the universe: nothing can be made simpler without becoming more complex”.  Persson, Roland, & Tabellini (1996) and Diermeier & Myerson (1999) have shown that an appropriate division of power, as is inherent in a compound board, can increase the welfare of all stakeholders.

Another insight of Ashby is the impossibility of amplifying regulation.  In discussing the capacity of any controller to regulate/manage variables, Ashby (1968: 268) states:  "The Law of Requisite Variety, like the law of Conservation of Energy, absolutely prohibits any direct and simple amplification but it does not prohibit supplementation".  One man would not be able to directly load hundreds of heavy containers on to a ship but the Law of Conservation of Energy does not prohibit him from supplementing his energy by using a crane.

Likewise, supplementation of regulation depends upon one regulator being used to regulate many others.  One man could not regulate the temperatures in a 100-room hotel as the weather changed during each day if he had to adjust the heaters/coolers in each room directly.  However, if each room had a thermostat, which sensed changes in the air temperature of each room and made adjustments accordingly to its air conditioning system then one man could control the temperature of all rooms.
The law of requisite variety explains why it is impossible for governments to regulate the complexity of society without supplementation.  However, lawmakers are not aware of this limitation and so keep on introducing more and more prescriptive laws in an effort to introduce greater regulation.  The result is more red tape to frustrate business, more cost to government with problematical protection for consumers and investors for whom the laws are intended to protect.  

Supplementation is essential because in the regulation of firms, one law/size does not fit all.  It is by trying to protect the public for all firms in all situations that the law gets so complex.  Instead of prescribing details/temperature for each firm/room, the law need only prescribe the processes (“rule forms”) by which each firm/room is regulated.  Prescription is still needed but it is at a more basic level to ensure that supplementation is provided by each firm to introduce elements of self-regulation.  

It is by this process of supplementation that the architecture of the human brain with its hundred trillion (1015) connections between its 100 million neurons (108) is created by the DNA code which contains less than one hundred thousand (105) genes (Kurzweil 1999: 203, 323).  The DNA molecule contains the design instructions or “process information” (De Vany 1998) to not only build the human brain but all the rest of the body.

A former Vice President of the USA suggested that the reason for the lack of knowledge about efficient regulation in the USA in the “information age” is that only nine of the 535 members of Congress at that time had any professional education in technology (Gore 1996).  Another reason could be that social scientists are not sufficiently familiar with the theory and practice of self-regulation to understand why it cannot work in advanced economies dominated by hierarchical institutions without systemic feedback and control mechanisms or requisite variety in their communication and decision making processes.  This dominant form lacks formal division power to provide checks and balances for facilitating self-correcting feedback processes to allow self-governance in either the private or public sector.

Gore (1996) proposed that the role of governments should be “imprint the DNA” of social institutions to make them much more self-regulating to minimise the need for direct government interventions.  This could be achieved by the government making it a condition for social institutions to exist that they establish self-governing constitutions.  How this process could be introduced is illustrated by the Mondragón bank that makes it a condition for financing any new firm that the firm adopts a self-regulating constitution with a compound board as described later in Section four.  By making the primary building blocks of their system self-regulating the MCC provides a basis for the whole system to become self-regulating and self-governing as discussed in the next section.  The introduction of corporate constitutions with self-regulating features could be introduced to market economies by using tax and other incentives (Turnbull 1997a, 2000a).

The law of requisite variety explains why attempts by government and their regulators to directly control their citizens, corporations and social activities generally are getting more and more complex, less effective and generating social alienation as reflected in widespread protests against globalisation.  For a global brain to govern society in a satisfactory way the current role of governments would need to radically change to recognise the principles of cybernetics discussed in this section.  The application of these design criteria for a global brain to govern society would as a result introduce radical changes in the structure of firms, especially multi-national corporations and other institutions of society.  The outcome of such changes is illustrated by reviewing the design of the Mondragón Corporación Cooperativa as undertaken in the next Section.

3.0 Empirical illustrations of design criteria

This section shows how social structure can be designed to follow the way nature creates and manages complexity.  Both the MCC and VISA International Inc. were custom designed organisations rather than the product of path dependent development as is the general case for most social institutions.  They both developed solutions with cybernetic integrity because they introduced distributed intelligence by introducing many control centres, and thereby also distributed communications and control.  Both firms are internationally competitive and also illustrate how this can be achieved without being publicly trades as explained by Turnbull (2000b).  The section uses the MCC as a model for designing governance architecture for the world and illustrates how and why “holonic” connections provide a basis for designin its global brain.

Simon (1962) showed that the most effective way to create of manage complex systems is through establishing "sub assemblies", "stable intermediate forms" or "nearly decomposable systems, in which the interactions among the sub-systems are weak, but not negligible".  These “sub assemblies” are referred to in this paper as “almost self-governing components” that meet the test of being a “holon” (Mathews 1996a: 34).

The complexity of the MCC is shown in Figure 2, ‘MCC system with dates of establishing components’.  When the numbers of people employed by a primary cooperative approaches 500 people, a part of the business is “spun off” into a separate cooperative with funding provided by the Caja Laboral Popular (CLB), a bank owned by all the primary cooperatives.  As a result, of this amoeba like division, the “offspring” firm becomes a supplier or customer of the progenitor cooperative.  In this way a group of related firms are formed described as a “Relationship Association” or “Group” shown in the top shaded section of Figure 2.  

The middle shaded section of Figure 2 shows the major components of the compound board found in the primary worker cooperative detailed in Figure 3.  These components are replicated in the “Relationship Association or Group” shown in the upper shaded box of Figure 2 to create ‘vertical recursivity’ in the organisational architecture of the MCC discussed later.  Some groups may be related by geographic proximity rather than by trading relationships, but in either case they may share back-office services and other functions.  They provide a basis for the cooperatives to obtain “some of the advantages of both large scale and small-scale operations” according to Ellerman (1982: 9).

Each group may contain around a dozen firms (Turnbull 1995) and has its own compound board with four components as shown in the top shaded area of Figure 2 to govern its activities.  There are 12 such groups or relationship association as shown in Figure 3, ‘Control network of MCC’.  The Groups are in turn governed by a third tier structure that is called the Council of Cooperative Groups shown in both Figures 2 & 3.  The Council of Cooperative groups is in turn accountable to the Mondragón Congress that between its meetings is controlled by an executive council of the MCC.

There are seven crucial support or “secondary” cooperatives that are governed by the “primary” cooperatives as shown in the long box on the right hand side of Figure 2 and shown in the second outer ring of Figure 3.  They are described as “secondary” cooperatives as their members are primary cooperative and so do not have individuals as their members.  The secondary cooperatives provide education, work experience, research & development, entrepreneurship, finance, social security and retail goods for members of the system.  An internal compound board that has similar components as the primary cooperatives governs each of the secondary cooperatives to establish “lateral recursivity” within the governance architecture of components in the MCC system.

The author constructed Figures 2 and 3 in the 1980’s to explain to students of corporate governance the information and control channels of the MCC and its components.  The reason for studying the MCC was its success as documented by Thomas & Logan (1982: 109) who reported "the cooperatives are more efficient than many private enterprises", and '"there can be no doubt that the cooperatives have been more profitable than capitalist enterprises".  

However, the complexity of Figures 2 and 3 appeared to many students and management experts to be inconsistent with efficiency and effectiveness.  Especially to students and experts who considered that a unitary board as the natural order of good governance.  This view also existed in the USA as reported by Gilson (1994: 132).  He noted that “the American system seemed to represent the evolutionary pinnacle of corporate governance, so other systems were either less far along the Darwinist path, or evolutionary deadends, neither lagards nor Neanderthals made interesting objects of study”.  
Figure 2, MCC system with dates of establishing components
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The loss of competitiveness of USA firms in relations to Japanese and Germans firms in the 1980’s resulted in the study of these foreign firms by the US Council on Competitiveness.  As a result, Porter (1992: 16–7) recommended to US policy makers and companies to appoint “customers, suppliers, employees and community representatives to the board of directors”.  This recommendation was based on the involvement of these stakeholders in Japanese and German firms.  But in the tradition of current scholarship the existence of compound boards in these countries to manage the conflicts of interests among stakeholders was not noted.  

The Porter recommendations made the unstated assumption that they were to be adopted by a unitary board and so was inconsistent with analysis of other scholars.  Williamson (1985: 308) noted that if stakeholders are involved at all at board level then they should be “restricted to informational participation”.  Pejovitch (1990), Sternberg (1997) and Jensen (2000) have also pointed out the problem of directors being accountable to many constituents becoming accountable to no one.  This may explain why the Porter recommendations appear to have been ignored.  However, the Porter recommendations would become valid and valuable if a compound board with appropriate architecture were also adopted as set out in Figure 5 of Turnbull (2000d).  

Figure 3, Control network of MCC




A compound board provides a way to manage and exploit the conflicts of stakeholder interests and introduce the conditions for achieving self-regulation and self-governance as discussed by Turnbull (2000d) by introducing a requisite variety of information, feedback and control.  A compound board also provides way to decompose decision making labour to reduce information overload and bounded rationality.  But most importantly a compound board creates a network of information and control centres.  This is an inherent feature in forming an organisational structure described as a “holon” as discussed in the next Sub-section.  

The MCC provides an outstanding example of what Mathews (1996a: 41) refers to “holonic organisational architecture” and he goes on to explain why in regards to “control, reliability and flexibility” holonic organisational architecture “exhibits superior performance on all these points than conventionally structured hierarchical organisations”.  It answers the question commonly raised by management scholars and others as to how the complexity of the MCC can be either efficient or effective.  

4.1 Holonic organisational architecture.  The word holon was coined by Koestler (1967) who developed the concept of “holism” described by Smuts (1926).  Neither term was used by Simon (1962) who mathematically proved the competitive advantages of holons in constructing complex systems when he described them as "sub assemblies", "stable intermediate forms" or "nearly decomposable systems, in which the interactions among the sub-systems are weak, but not negligible".  Beer (1985: 117) refers to holons as a "viable system" and describes a number of their attributes.  

Hock (1994) invented the word “Chaord” to describe the holonic organisational structure of VISA International Inc, which he founded as its CEO.  He apparently was not aware of the concept of holons and so combined the words "chaos" and "order" to create the term "chaord" to describe the ownership and control architecture of VISA.  Hock (1994: 1) stated: “By Chaord, I mean any self-organizing, adaptive, nonlinear, complex community or system, whether physical, biological or social, the behaviour of which exhibits characteristics of both order and chaos.  Or, more simply state a Chaord is any chaotically ordered complex”.

Hock (1994: 7) went on to say that “Nothing can be made simpler without becoming more complex” as illustrated by the complexity of the MCC which simplifies the transaction of bytes for its individual members.  Hock (1994: 7) explained that VISA International "has multiple boards of directors within a single legal entity, none of which can be considered superior or inferior, as each has irrevocable authority and autonomy over geographic or functional area".
In describing holonic organisations, Mathews (1996a: 34) uses a stronger definition than Koestler (1967), Hock (1994) or McHugh, Merli, & Wheeler (1995).  The MCC, its groups, support cooperatives and primary cooperatives meets the definition of Mathews (1996a: 34) in that each is “endowed with its own processing ability, its own autonomy, its own ‘mind’ or intelligence”.  To achieve autonomy and self-governance a compound board is required as described in Turnbull (2000d) and illustrated by the architecture of the MCC, its Groups, and their components and support organisations.  The MCC also illustrates a hierarchy of holons that Koestler (1967) describes as a holarchy, and Simon (1962) described as “ordered hierarchical” forms.  Other writers described the vertical modular structure as “concatenated”, or “encapsulation” (Mathews 1996a) 

The information and control architecture of the compound boards found in either the vertical (productive) or lateral (integrity3) components (holons) of the MCC are similar to illustrate the property of what Beer (1985) describes a system “recursivity”.  Recursivity is also a basic characteristic of fractals.  The number of bytes required to build or describe a complex system is minimised by the replication of the basic patterns in its structure as described by De Vany (1998: 3).  This explains how complexity can be communicated with simpler components such as is achieved by DNA.

Table 2, Holarchy: Hierarchy of holons indicates the ubiquitous nature of holons in nature, society and engineering.  It illustrates how the “whole” (hol) or holon obtains characteristics quite different from its components.  The rows have been divided into three arbitrary “levels” of first, second and third, which have no intrinsic significance but allows each row to be described as a “discipline” or subject such as physics or chemistry.  It will be noted that the holonic component listed as the “third level” becomes the holonic components of the next “first level”.  Rows one to seven are linked in this sequential manner to describe nature.  The remaining eight rows describes the structures created by humans and do not maintain linked hierarchies between rows except for rows 10 and 11 which describes the MCC.

Table 2, Holarchy: Hierarchy of holons

In nature (rows 1–7), society (rows 8–13) and engineering (rows 14 and 15)


Discipline/Subject
First level
Second level
Third level

1
Physics
Particles
Atoms
Molecules

2
Chemistry
Molecules
Compounds
Bases

3
Genetics
Bases
DNA
Genes

4
Biology
Genes
Chromosomes
Cells

5
Anatomy
Cells
Organs
Individuals (Biota)

6
Environment
Biota
Ecological systems
Gaia (Earth)

7
Astronomy
Earth
Solar system
Galaxy

8
Sociology
Individuals
Families
Communities

9
Organisations
Autonomous cells/divisions
Firms
Keiretsu /groups

10
Mondragón Co-op
Work groups
Social council
General assembly/co-op

11
Mondragón system (MCC)
Co-operative
Cooperative groups
Mondragón Corporación Cooperativa (MCC)

12
VISA Card
Geographic unit
Member bank
VISA International

13
Government
Communities/towns 
Regions/States
Nations

14
Engineering
Components
Sub-assemblies
Machine

15
Software design
Sub-routines
Routines
Object-orientated programs

A detailed analysis of the MCC from a holonic perspective is presented in Table 3, Holon typology of Mondragón.  The Holarchy shown in row 10 of Table 2 is shown in the first vertical columns of Table 3 with the third level of row 5 (individuals) of Table 2 included as the top entry of Table 3.  Table 3 simplifies a description of the complex inter-related information and control system of the MCC by identifying its common recursive vertical and lateral patterns.  The holarchies illustrated in Table 2 shows how the MCC social system represents a natural progression of the structure of nature.  This architecture evolved in nature to provide competitive advantages such as adaptability with robustness in control, reliability, and so sustainability.

Mathews (1996a: 40) points out that a holonic system alone exhibit first, second and third order characteristics being relations within each holon, between holons and the system as a whole respectively.  Each order representing a different level of organisational learning and innovation to maximise responsiveness, flexibility, adaptability and sustainability of each part of the system (Mathews 1996b).  Each holonic system may be part of a larger system that also has these characteristics and each holon in the system may contain sub-systems that in turn possess these characteristics as illustrated in Table 2.  The defining feature of a holonic system is the triple characteristics of autonomy, system dependence and recursivity.

One fundamental characteristic found in nature and the MCC holarchies is the “principle of subsidiary function”. The principle of subsidiary function is similar to the need to limit the span of command of an executive.  The objective being to minimise the need for individuals to transact bytes which can create information overload and bounded rationality.  One form of this principle was enunciated by Schumacher (1975: 203) who stated, “that no higher order association should undertake any function, which can be undertaken at a lower level”.  The principle was also advocated in the Encyclical Letter of Pope Pius XI (1931:40) which probably influenced the thinking of the Jesuit Priest who designed the architecture of the Mondragón Corporacion Cooperativa (MCC).  His initiative and that of Hock to custom design organisational architecture provides a role model for CEOs and points out the need for management schools to develop organisational design courses.  Cybernetics and TBA provides a basis to ground the science of organisational architecture in the natural sciences.

Table 3, Holon typology of Mondragón
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The contrary properties found in holons reflect another ubiquitous design feature found in nature that was given the name of “tensegrity” by Fuller (1975).  He created the word by contracting the words tensional integrity, because it refers to structures that use tension and compression for support.  Geodesic domes invented by Buckminster Fuller use this design principle to obtain the greatest strength for the least weight.  This design strategy is now commonly used in engineering structures.  For example, concrete is good in compression but not tension and steel rods can withstand tension but not great compression so the two are commonly used together.  Tensegrity has been popularised by the sculptures of Kenneth Snelson4 who was inspired by attending a lecture by Buckminster Fuller in 1948.  A mathematic basis has now been developed to design tensegrity structures (Connelly, R. & Back A. 1998).
Tensegrity is used in biological structures as described by Ingber (1988: 32).  He states that: “Organic structures – from simple carbon compounds to complex cells and tissues” utilise this principle as it offers “a maximum amount strength for a given amount of building material”.  The human body illustrates the design feature of tensegrity.  Neither the human skeleton, which is designed to withstand compression forces, nor muscles which operate as a tension component, can create a stable, strong or adaptable structure on their own.  But in combination they create not only a stable structure, but also one that can maintain stability in very many configurations.

Social animals like humans possess many contrary behavioural traits like being competitive and cooperative, trusting and suspicious, selfish and altruistic, aggressive and timid and so on.  Such contrary and changing behaviour in social animals is the result of evolutionary needs to facilitate the survival of the specie.  However, command and control hierarchies depend upon people being subservient to obey orders and suppress contrary behaviour to be a good team player.  Likewise the use of markets to govern activities depends upon people being self-interested and competitive.  Markets would not be “efficient” in economic terms if people became altruistic and cooperative!  Neither markets or hierarchies were used by Australian Aboriginals to govern their activities (Turnbull 1978: 52).  

It is only in holonic networks, with a division of power, checks and balances and interdependencies that people can express contrary and inconsistent traits.  Indeed, it would seem that the stability and effectiveness of holonic organisational architecture is very much dependent upon negative and positive social relationships to provide dynamic balance to assure the integrity of their self-governance as autonomous organisational units.  Paraphrasing the words of Ingber and applying TBA leads to the hypothesis that social tensegrity provides “a maximum amount of control (strength) for a given amount of bytes (building material)”.  Unless this hypothesis can be refuted, social tensegrity needs to become another design criteria for establishing global governance to construct a global brain.

Like Simon and Hock, Ingber did not use the word “holon” to describe a “component” when explaining the role of tensegrity in biological structures.  Ingber (1998: 30) stated:

This phenomenon, in which components join together to form larger, stable structures having new properties that could not have been predicted form the characteristics of their individual parts, is known as self-assembly.  It is observed at many scales in nature.  In the human body for example, large molecules self-assemble into cellular components known as organelles, which self-assemble into cells, which self-assemble into tissues, which self-assemble into organs.  The result is a body organized hierarchically as tiers of systems within systems.

While Ingber was describing the role of tensegrity in creating self-assembled structures, it is clear than he is also describing holons although he did not name them as such

Just as the physical stability of simple carbon compounds, complex cells, tissues and the human body is established by combining both compression and tension components one can hypothesise that sustainable stability of social organisations depends upon providing opportunities for competition and cooperation or selfishness and selflessness together.  Like yin and yang, too much of either characteristic can be dysfunctional; a balance of both is required.  The phrase “sustainable stability” is used to differentiate organisations, which maintain their stability or viability, from special attributes of key personalities who happen to be influential in their operations at a particular time.  The distribution of power in a MCC create a situation in which competitive and cooperative “forces are distributed and balanced within the structure” as described by Ingber (1998: 31). 

An inherent feature of social holonic architecture is its ability to accommodate contrary properties as referred to above by Mathews (1996a: 41–4) and Hock (1994: 7).  It also provides a basis for providing a prodigious reduction in data transmission and in data complexity as described by Mathews (1996a: 30).  In social organisations social tensegrity can also make a contribution in this regard as it provides a basis to maximising the ability of an organisational unit to achieve self-regulation and self-governance while minimising the transaction of bytes.  The establishment of almost self-governing organisational units is itself a strategy for minimising the transaction of bytes of facilitating a strategy of supplementation for governing society.  An analysis of how this is achieved by the MCC is presented in the next Section.

5.0
TBA as a global brain design tool

This section shows how TBA provides a tool for designing strategies for decomposing decision making labour to reduce bounded rationality and information overload on humans with limited ability to receive, store, manipulate, use and transmit information.  The section also illustrates how TBA provides a methodology for identifying how different ways of governing society rely on different channels of human communication.  This provide a way to identify the limitations, advantages and disadvantages of various ways of connecting humans and so a basis to design changes in the society according to the problems that need to be solved to sustain humanity on the planet in a satisfactory environment.  

As noted in Section two, the human brain uses different methods to solve different problems in different ways.  It adapts and develops its connections accordingly.  If was are to design a global brain then we may also need to utilise different methods to solve different problems and make appropriate changes in the human connections both through the internet and otherwise.  One change that would appear to be essential would be to replace centralised decision making in hierarchies with distributed decision making in network type organisations as achieved by the almost self-governing units of the MCC.  This is next considered.

In analysing the MCC, Thomas & Logan (1982: 109) have shown that "the cooperatives are more efficient than many private enterprises" and "there can be no doubt that the cooperatives have been more profitable than capitalist enterprises".  Mondragón demonstrates how the complexity of modern business can be decomposed into simpler units to allow ordinary people, with little or no management education, to achieve extraordinary results.  The way in which a Mondragón compound board decomposes the function and activities of a unitary board into its component parts is illustrated in Figure 4, ‘Function and activities of a unitary board’ and Figure 5, ‘Functions and activities Mondragón compound board’ respectively.

The functions and activities of a unitary board are divided into five components in the typology presented by Tricker (1994: 245 & 287) in Figure 4.  Figure 5 illustrates how each of these functions and activities are approximately allocated to the five components of a compound board of a Mondragón industrial cooperative prepared by the author based on the information of Whyte & Whyte (1988).  Table 4, ‘Mondragón compound board compared with unitary board’, compares the functions and activities set out in Figures 4 and 5.

The purpose of Table 4 is to indicate, in a very approximate way, how the number of bytes, which have to be processed by each individual member of a Mondragón compound board, is but a fraction of the number which directors of unitary board have to deal with.  The reduction is achieved by spreading the functions and activities of a unitary board over the five components a Mondragón compound board.  Each activity of a unitary board undertaken by a component of Mondragón board is marked with an “X”.  Only the Watchdog Council has three X’s, all the other components only have two.  In comparison, the workload of a unitary board is considerably greater with an aggregate of eleven X’s.  While only indicative, the analysis does illustrate how compound boards can make a significant contribution in decomposing decision-making labour to reduce information overload and “bounded rationality” (Simon 1961: xxiv).

Figure 4, Functions and activities of a unitary board

(Source: Tricker 1994: 245 & 287)
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Figure 5, Functions and activities of Mondragón compound board 

(Information source: Whyte & Whyte 1988)
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Another advantage of a Mondragón compound board is that it allows all employees to participate in decision making as every employee is a member of a work group and each has the opportunity to be appointed or elected to the other control centres.  In this way a compound board allows greater participation in decision making which can lead to improve knowledge and motivation.  A compound board also provides a way of constructively involving the participation of strategic stakeholders as found in some “hybrid” Mondragón cooperatives detailed in the Appendix of Turnbull (1995: 178–9).  

Table 4, Mondragón compound board compared with unitary board 

(Degrees of decomposition of information processing labour indicated by allocations of "X")

Board type(
Mondragón compound board
Anglo

Control centres1
Watchdog Council
Supervisory board
Management board
Social Council
Work 

group
Unitary board

Individuals:
3
5-8
4-6
~5-25
~10-20
~4-12

Function2
Governance processes
Appoint Mgt. board
Organise operations
Worker welfare
Production

Elect Soc.C.
Manage

Activities
 Efficacy & integrity of processes
Integrate strategic stakeholders
Efficient allocation of resources
Establish working conditions
Job organisation & evaluation
Direct & control

Internal2
X

X
X
X
XXXX

External2
X
X



XX

Short term2
X

X

X
XXX

Long term2

X

X

XX

1Omits the General Assembly, which elects Watchdog Council, and Supervisory board.

2Descriptions follows typology of Tricker (1994: 244 & 287)

The compound board within a Mondragón firm facilitates the three elements of social capital identified by Evans (1996) and Woolcock (1988).  The work groups develop “bonding social capital”.  The social councils develops “bridging social capital” and the bottom up participation develops “linking social capital” (Evans 1996, Woolcock 1998).  These links are also developed between groups of firms as indicated in Figure 2.

TBA had is origins on an approach used by the author to investigate how traditional Australian Aboriginals made decisions to manage complex activities involving over 1,000 people as may be found in a medium sized business.  Information was used as the unit of analysis as many languages were involved, without any written words or numbers (Turnbull 1978: 52). 

The organisation of Aboriginal activities revealed two important inconsistencies in the basic assumptions made by leading scholars of industrial organisations: (a) "In the beginning there were markets" (Williamson 1975: 20).  This statement was consistent with the explanation by Coase (1937) of why firms exist because of the "supersession of the price mechanism". (b) Transactions are governed by markets, hierarchies or by a “hybrid” combination of both mechanisms (Williamson 1975; 1985; 1990: x).

Aboriginal society had limited numeracy and so no opportunity to establish pricing signals for markets.  So "in the beginning there were" no markets.  Nor did coordination of their activities outside their clan structure involve hierarchy.  Even within a tribe a “manager” from a different clan or moiety mediated their most sensitive relationships.  This is consistent with the findings of Bernstein (1980) for the need of “an independent appeals system” to mediate relationships in worker owned firms.

In analysing North American Indians, North (1985: 558) noted that: "Trade evolved in the context of developing forms of communication that were embedded in religions, myths, taboos, kinship ties etc."  Ben-Porath (1978) who described how clans could govern transactions independently of markets or hierarchies also documents this process.  

Markets evolved not from monetary exchanges and prices, but through bartering.  Money evolved from some bartered commodities becoming accepted as carrying out one or more of the functions of modern money in providing a unit of value, medium of exchange and store of value.  Tobacco remained legal tender “nearly twice as long a run as gold” (Galbraith 1976: 57).  Hierarchies developed before paper money became generally accepted in the 17th century.  The development of the four channels of “communication and control” identified in Turnbull (1997b) has resulted in the number of bytes utilised in each channel changing as different forms of society have evolved.  

The qualitative and operating characteristics of society also change with the degree to which a society utilises each channel.  The effect of these changes are shown in the last row of Table 5, ‘Roles of communication channels in governing society’, constructed by the author in 1978 and reproduced below.  The percentage use of each mode for each society is shown in Figure 6, ‘Modes of governance in social systems 1978’.  Table 5 illustrates how TBA can be used to compare different types of societies. 

Table 5, Roles of communication methods in governing society

Indicative % of bytes used by each integrative method in each society

Mode of governance

(Refer to Table 2.3)
Community

(Family/clan)
Associations
State

(Hierarchy)
Market


Method (Table 3.2)
Sensory
Semiotic
Voice/word
Price/cost
Total

TYPES OF SOCIAL SYSTEMS 1978
% of bytes
% of bytes
% of bytes
% of bytes
%

Hunter-gatherers
45
50
5
0
100

Primitive agricultural
40
40
10
10
100

Feudal
35
30
20
15
100

Primitive Capitalism
30
25
25
20
100

Modern Capitalism
25
15
35
25
100

Yugoslavian
20
20
45
15
100

Chinese communism
15
25
50
10
100

Socialist
10
30
55
5
100

TREND
Decline
Fall & rise
Rise
Rise & fall


SIGNIFICANCE OF TREND
Decline of reliance on family and peer groups
Fall and rise of avoiding alienation
Rise of hierarchal authority systems
Rise and fall in choice of material goods


Source: Turnbull (1978: 52, 1994: 328)
The social systems have been listed in Table 5 in order of evolutionary development from a socialistic perspective at the time the estimate was made in 1978.  This reveals a consistent change in the degree to which the governing modes and so channels were used to transact bytes.  The use of senses continually decreases to indicate a decline in the use of family and peer groups for governing society.  The decline in the use of senses is largely offset by a continuous increase in the use of voice/words in hierarchical authority systems increase.  The proportion of semiotic communication utilised in coordinating the various social systems decreases and then increases as the use of markets increases and then decreases.  This indicates a fall and rises in the avoidance of alienation with a rise and fall in the choice of material goods.  In these ways, Table 5 indicates how TBA can be utilised to analyse, compare and evaluate the operating characteristics of social systems as well as micro institutions such as firms.  The estimates of Table 5 have been tabulated to create Figure 6 to illustrate the consistent change of channels with the evolution of political systems.
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Types of social systems

As the complexity of society increases the ability of central governments to regulate society will diminish because of the law of requisite variety unless the cybernetic principle of supplementation is employed.  Also, the compounding increases in the development of technology will result in more and more economic activities involving the production and exchange of knowledge rather than other services and goods.  Advanced parts of the world are in the process of moving from the information age to the knowledge age.

The most effective, complete and efficient regulation can be achieved by building-in as much self-regulation as possible in the basic units of society such as firms.  Mondragón illustrates how the Gore strategy of "imprinting the DNA" of firms could be achieved.  The Mondragón complex was developed by its banker who carried out the role of a "factory factory" which "institutionalised and socialised entrepreneurship" (Ellerman 1982: 3).  

Hock (1994: 7) described VISA as "an inside out holding company in that it does not hold, but is held by its functioning parts.  The 23,000 financial institutions which create its products are, at one and the same time, its owners, its members, its customers, its subjects and its superiors."  This also describes the 24,500 partners in Mondragón.

The five basic principles that Hock used to design VISA also describe the MCC.  The principles established by Hock (1994: 6) to "re-conceive" the role of a global credit card organisation are set out below:

(a)
It must be equitably owned by all participants.  No member should have intrinsic preferential position.  All advantage must result from individual ability and initiative.

(b)
Power and function must be distributed to the maximum degree.  No function should be performed by any part of the whole, which could reasonably be done by any more peripheral part, and no power vested in any part, which might reasonably be exercised by any lesser part.

(c)
Governance must be distributive.  No individual, institution, and no combination of either or both should be able to dominate deliberations or control decisions.

(d)
It must be infinitely malleable yet extremely durable.  It should be capable of constant, self-generated, modification of form or function without sacrificing its essential nature or embodied principle.

(e)
It must embrace diversity and change.  It must attract people and institutions comfortable with such conditions and provide an environment in which they can flourish.

Both Mondragón and Visa illustrate Hock's “second law of the universe” of nothing can be made simpler without it becoming more complex.  Hock concludes that society has "an institutional problem" from relying on simple hierarchies that should not, and cannot, be trusted whether they are in the private or public sector.  This view is consistent with by the findings of Dunbar (1993) on the limited capacity of individuals to establish close trusting relationships with more than 150 people.

TBA indicates that the possibility of increasing the efficiency and effectiveness of organisations by distributing decision-making so that it would also enrich the quality of democracy.  The analysis developed in this paper supports the statement by Hock (1994: 5) who wrote:

Industrial Age, hierarchical command and control pyramids of power, whether political, social, educational or commercial, were aberrations of the Industrial Age, antithetical to the human spirit, destructive of the biosphere and structurally contrary to the whole history and methods of physical and biological evolution.  They were not only archaic and increasingly irrelevant, there were a public menace.

The insights of TBA have a number of implications for the structure of firms, organisations, and government.  As the complexity of society increases, so will the need to recognise the limitations of governing society through hierarchies and markets.  Neither markets nor hierarchies have the capacity to provide requisite variety in information or control to effectively govern complex activities.  Markets provide too little information and hierarchies aggregate too much information for humans to either communicate or process reliably.

As the development of self-regulation requires the participation of all the stakeholders that can be effected by the firm, the involvement of stakeholders in corporate governance would enrich the quality of democracy in corporations and the broader society (Turnbull 2000b).  The quality and quantity of democracy would be increased by introducing the principles of self-regulation into all other social institutions such as non-profit and community organisations.  This would in turn reduce the need and scope of public sector organisations, which could likewise be established with stakeholder participation to improve their ability to become self-governing.  

The degree to which any firm could become self-governing would be determined by its ability to be self-financing.  The operating discretions of lower levels of government are typically constrained by their need to rely on financial transfers from higher levels of government.  The regulation of lower levels of government through the principle of supplementation would remove the need for central governments to use the allocation of funds as a way to control lower levels of government.  This would provide an additional way of improving self-determination at regional and community levels of society.

TBA provides a way to re-conceive the way society is governed and organised to maximise participation and involvement of all stakeholders at the lowest level, but in a manner, which can be coordinated with macro levels of society.  It is no use developing a global brain to sustain human life on earth unless there is an acceptable system for governing global activities.  The limitations in human data processing means that the most practical way to develop a system of global governance is to establish it on almost self-governing components.  In other words, the most effective and possibly satisfactory system of global governance is to establish a global holarchy.  This would mean adding two more rows in Table 2 after row 11ending with the MCC.  The MCC would need to become part of a regional holon, which was in turn an almost self-governing component of the nation state which in turn would become a member of the global holarchy.  

The question then arise how does a Global Brain arise from this system?  The extension of the holarchy to another couple of layers will result in adding higher levels of learning as identified by Mathews (1996b).  But learning how to manage a higher-level governance system may be a necessary but insufficient basis for developing a global brain.  

It was not until the cold war years in the middle of this century that a global consciousness spontaneously emerged from the realisation that all humans on earth were interdependent and that their lives became dependent upon avoiding World War Three.  How might other emergent properties arise or be created to create the mind of “Gaia” (Lovelock 1988)?.  One lesson of evolution is clear.  Whatever its origin or however it is created the whole will have different characteristics of its component parts as shown in Table 2.  One scenario that fits this process is the vision outlined by Kurzweil (1999).

The Kurzweil (1999: 105) analysis of how the intelligence of a single desktop computer costing around $1,000 will increase following Mores Law is most compelling.  He estimates that such a computer could match the speed and capacity of the human brain by year 2010.  By 2030 a computer costing the same amount would “simulate the brain power of a village by 2030”, “the entire population of the USA by 2048” and more than all humans on the planet a dozen years later!

Also compelling are his arguments that the ability of an individual human to sustain life will become increasing dependent upon manufactured mechanical and biological parts that in turn could be dependent upon various machines including nano robots within the human body.  The need for intelligence based on biological substrates may be replaced with machine intelligence using perhaps quantum computing.  The need to change the impact of society on the planet to preserve a satisfactory environment for humans would not longer be an imperative.  

The emergence of new technology introduces the risk that humanity may simply represent a stepping stone of an evolutionary process for creating an ultimate brain with infinite intelligence, knowledge, wisdom.  The preservation of humanity might well be dependent upon establishing a global brain with the objective to thwart the emergence of such evolutionary forces.  Are we sufficiently arrogant to think that humanity is the end game and/or to think that we can preserve our specie on the planet?  If we are can we succeed?  Research into this question provides a pressing reason for the Global Brain project to proceed expeditiously with all the resources it can attract.
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� A third way of transmitting information is by “Qu-bits” that occur in quantum computing.  The position of an elementary particle or its energy state can be represented as both a zero and a one at the same time (Kurzweil 1999: 110).


� The word “architecture” in the corporate finance literature may have a different meaning as described by Smith (2001: 1).  Smith uses the phrase “organizational architecture” “to refer to three key aspects of the firm: (a) the assignment of decision rights within the organization, (b) the structure of systems to evaluate the performance of both individuals and business units, and (c) the method of rewarding individuals.  In this paper the word architecture is concerned only with the assignment of decision rights incorporated into the constitution of the organisation and the network of communications channels on which decisions are based.


3 Integrity Holons would appear to be what Mathews (1996a: 46) refers to as “professional support”.


4 Pictures of the work of artist Kenneth Snelson can be viewed at � HYPERLINK http://www.teleport.com/~pdx4d/snelson.html. ��http://www.teleport.com/~pdx4d/snelson.html.�  Mathematically designed structures can be viewed at � HYPERLINK http://www.sigmaxi.org/amsci/articles/98articles/Connelly.html ��http://www.sigmaxi.org/amsci/articles/98articles/Connelly.html�





1
2

[image: image3.wmf]0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Hunter gathers

Primitive

agricultural

Feudal

Primitive

capitalism

Modern

capitalism

Yugoslavian

Chinese

communist

Socialist

Legend

Sensory

Semiotic

Voice/word

Price/cost

_1022488128.unknown

_1028579254.xls
Chart2

		Hunter gathers		Hunter gathers		Hunter gathers		Hunter gathers

		Primitive agricultural		Primitive agricultural		Primitive agricultural		Primitive agricultural

		Feudal		Feudal		Feudal		Feudal

		Primitive capitalism		Primitive capitalism		Primitive capitalism		Primitive capitalism

		Modern capitalism		Modern capitalism		Modern capitalism		Modern capitalism

		Yugoslavian		Yugoslavian		Yugoslavian		Yugoslavian

		Chinese communist		Chinese communist		Chinese communist		Chinese communist

		Socialist		Socialist		Socialist		Socialist



Sensory

Semiotic

Voice/word

Price/cost

Legend

45

50

5

0

40

40

10

10

35

30

20

15

30

25

25

20

25

15

35

25

20

20

45

15

15

25

50

10

10

30

55

5



Sheet1

		

						Sensory		Semiotic		Voice/word		Price/cost

				Hunter gathers		45		50		5		0

				Primitive agricultural		40		40		10		10

				Feudal		35		30		20		15

				Primitive capitalism		30		25		25		20

				Modern capitalism		25		15		35		25

				Yugoslavian		20		20		45		15

				Chinese communist		15		25		50		10

				Socialist		10		30		55		5

				TREND		Decline		Fall & rise		Rise		Rise & fall





Sheet2

		





Sheet3

		






